
1



Following is the content of this presentation. First, the introduction, then we’ll discuss 
4 aspects of Neural Turing Machine and End to End memory Networks, i.e. the tasks 
in which they are used, elaborating on the models itself, little bit on training the 
models and finally the results that we obtained. Then we’ll see the similarity b/w 
NTM and E2EMemNN and finally we’ll discuss some points on building game playing 
agent with RAM based machine learning models.
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The models discussed here comprises of two components, a memory and a 
controller. The controller takes input from the external world, stores a representation 
or encoding of those inputs into the memory, interacts with the memory using a 
defined mechanism called attention process, and finally produces outputs for the 
external world with reasoning where the reasoning follows from the graphical 
visualization of the interaction between the controller and the memory. By 
interaction we mean reading and writing operations.
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In this thesis, I focus on applying RAM based machine learning models in the domain 
of sequence to sequence learning, question answering task and building game playing 
agents.
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So, with Neural Turing Machine, the task that we are considering is the task of 
sequence to sequence learning, where the aim is to find the mapping between a 
sequence of inputs to a sequence of outputs. The copy task is an example of 
sequence to sequence learning. For instance the input sequence in copy task can be 
B10110BB… and the corresponding output sequence will be Blank till the second 
Blank of the input sequence and the 10110 i.e. the main content of the input 
sequence. Following is the transition diagram of copy task.
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Unlike Turing Machine where the controller is defined in the sense that the controller 
knows the transition function, in NTM, the controller is learnt (in the sense that the 
transition function is learnt). And learning a function in statistical terms is same as 
approximating a function which further reduces to “approximating the parameters of 
the function” given that the approach being followed for approximating the function 
is parametric.
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Now, I’ll elaborate on the model.

The controller in NTM is a neural network with a hidden layer of H neurons which are 
initialized with random values. The memory is a real matrix of dimension MxN where 
N is the number of memory slots or vectors and M is the width of each slot. The 
memory is also initialized with random values.
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Then the controller read and write into the memory using read and write heads 
which are weighting vectors over the memory slots of dimension N where each entry 
of the vector is greater than equal to zero and the sum of entries equal 1. These 
weighting vectors are used to either strongly focus on single slot of the memory 
(when the weighting vector has a 1 corresponding to that slot and zeros 
corresponding to all other slots) or weakly focus on multiple slots when the weighting 
vector is non zero for multiple slots.
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Following is the naming convention for the initial state of NTM.
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Now, the hidden layer of neurons are used to produce an erase vector and an add 
vector of dimension M using the formula shown. Here, WeC, WaC, beC, baC are the 
parameters of appropriate dimension.
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Then, these erase and add vectors combined with the write weighting vector and the 
previous state of the memory matrix are used to produce new state of the memory 
matrix. One can imagine that the write weighting vector first chooses the memory 
slots to write in and then the erase and add vectors are used to erase some content 
and add some content to these memory slots. These erase and add operations 
together form a write operation.
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Here, is the mathematics behind the updation of memory. it’s quite simple and I’ve 
already told you the intuition behind these equations.
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So, now, we have our updated memory M1.

13



The updated memory M1 and the read weighting vector rw1 are used to form a read 
vector. And Here, X1 is the external output.
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Mathematics behind read vector formation. This just a weighted sum of memory 
slots weighted by the read weighting vector.
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Then, the external input and the read vector are used to compute the new state of 
hidden layer of neurons (just like forward pass in Neural Network) using the formula 
shown. Here. Wcx Wcr, bcx and bcr are parameters of the model.
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Then, the updated hidden layer is used to produce external output, basically a 
prediction, P1 and two sets of outputs, one for updating read weighting vector and 
other for updating write weighting vector.  Again these W’s and b’s are parameters of 
the model and the way the outputs are computed are shown,
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These sets of outputs with the memory matrix and previous state of weightings are 
used to produce new weightings.
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Now, what these set of outputs mean and how these outputs are used to produce 
the new weighting vector are described in the thesis. And, I’ll skip this part as it is 
quite time consuming.
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So, now we have got our updated read and write weighting vectors. Again the hidden 
layer is used to produce the erase and add vectors.
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Here is the plot of the simulation of NTM on an input sequence of length 34. Before 
understanding this plot, let us understand how interpret the results.

Now, let’s look at this figure. You can observe that X is a sequence of external inputs 
which are binary vectors starting from a delimiter and the actual content of the 
sequence ends with an ending delimiter. Y is the target sequence of external outputs 
which is blank till the second delimiter of the input sequence and after second 
delimiter has the actual content of the input sequence. And then we have sequence 
of add vectors, read vectors, read and write weighting vectors. Now, you can see that 
till the second delimiter, the add vectors has some non constant pattern and read 
vectors have constant pattern while after the second delimiter the read vector has 
non constant pattern while the add vector has constant pattern. Also, the sequences 
of read and write weighting vectors has the same form as was expected.
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These are some of the elements of our model.
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In the plot that I showed you before, the external input is a sequence of binary 
vectors where a single vector is shown in this figure. Red = 1 and Blue = 0. Similarly, 
we’ll get a sequence of external outputs, add vectors, read vectors, read weighting 
vector and write weighting vector. An element of each of these sequences are shown 
in this slide. Note that the black color in the weighting vector represents a value close 
to 0 and white represents a value close to 1.
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This is the learning curve. X axis denotes the iteration number where each iteration 
comprises of a forward pass to compute prediction and a backward pass to compute 
gradients and updation of parameters. The Y axis denotes the Hamming distance 
between the prediction and the target. After 150000 iterations the hamming distance 
becomes zero.
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The task that we consider for end to end memory networks is the task of question 
answering where the input comprises of a comprehension and a query and the 
output is a single one word answer to the query and the sentences used in computing 
the answer.
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Suppose s1, s2, …, sn be the sentences in our comprehension, q be the query sentence 
and y be the answer to the query.
Step 1 is to Convert sij (a word) to xij where xij = BOW(sij)
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Step 2 is to Compute memory vectors mi from xi using an embedding, A where lj is 
defined in the following manner. The basic intuition behind the formation of the 
memory vectors is to capture the contextual and the word ordering information from 
the sentence.
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On Left hand side, you can see a single layer of memory networks. These layers can 
be stacked to form a multi layer memory network. One can note this model is end to 
end differentiable with respect to the parameters of the model.

The above procedure explains a single layer of memory networks. This is incapable of 
answering questions which require transitive implications. For ex:

Mice are afraid of wolves.
Jerry is a mouse.
What is Jerry afraid of? wolf

To overcome this, concept of Multiple Hops is proposed.
The intermediate response generated, o, and the internal representation of query, u 
are summed and the summed vector acts as the new internal representation of the 
query. 
THIS SUMMATION is important so that the model doesn't forget the context of the 
query itself.
Now, with this new internal representation of the query, step 2 to 7 are repeated and 
for the final hop (layer) step 8 is performed.
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One can observe from the confusion matrix that the model predicts the correct class 
with very high frequency, or probability.
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Sorry, I haven’t explained the content addressing module and the location based 
addressing module of NTM.
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